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I discuss algorithms for simulating many-fermion systems via global updatings of auxiliary fields
followed by an accept-reject stage which eliminates finite-step-size errors. When the system size is
larger than the correlation length, these procedures should require computer time growing only
slightly faster than linearly with the system volume V. A corrected Langevin scheme should asymp-
totically display a ¥*/* behavior, while the hybrid Monte Carlo scheme can behave as V5%, I
present some tests of the latter algorithm on a simple model of interacting electrons on a two-

dimensional lattice.

I. INTRODUCTION

While Monte Carlo methods have become a prime tool
in the study of quantum field theories, the major
successes have been for systems involving only bosonic
fields. Although many recent and ongoing calculations
are obtaining interesting results for systems containing
dynamical fermions, this is only at the expense of great
strain on computational resources. While the situation
will inevitably improve with better technology, this is an
area where substantial further gains may arise through
algorithm development

In addition to the usual approximations involved in
formulating a continuum theory on a finite lattice and in
a finite volume, most of the fermionic algorithms used in
practice make an additional extrapolation in a step-size
parameter. Here I include the original pseudofermionic!
technique as well as the microcanonical,? Langevin,>*
and hybrid’® approaches, which involve discretization of a
differential evolution. Although systematic effects associ-
ated with this extrapolation are occasionally studied, the
severe computational demands constrain the abilities to
make as many checks as might be desired. While these
difficulties will lessen with improved computational facili-
ties, an efficient scheme for fermionic updating without
this additional approximation would be welcome.

Unfortunately, the known “exact” algorithms tend to
require substantially more computer time than those
making finite-step approximations. In addition, the re-
quired computer time increases rapidly with the system
size; the prototype exact algorithm presented by
Weingarten and Petcher® requires a time growing as the
volume squared of the system.

For the exact fermionic algorithms, this growth of
computer time with volume is not universal, and can be
reduced by a suitably biased selection of trial changes.
Recently it has been proposed’~'2 to modify the
Langevin and microcanonical updating schemes into ex-
act algorithms by combining them with a global Metrop-
olis et al.'® acceptance step. The purpose of this paper is
to study these methods further. One of the main points is
that these schemes potentially require computer time
which grows only slightly more rapidly with the system
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volume than the linear behavior of bosonic algorithms.

Section II introduces the formal problem and the
Weingarten-Petcher® formalism underlying the later algo-
rithms. Section III discusses global accept-reject pro-
cedures with biases in the trial selection process. Here I
argue for the favorable volume dependence of the
methods presented in Refs. 7 and 9. Section IV intro-
duces the many-electron model on which I test variations
of these algorithms. Section V contains concluding re-
marks and speculations. The Appendix gives some useful
connections between fermionic operators and integrals
over anticommuting fields.

II. FERMIONS AND MONTE CARLO SIMULATION

I begin my discussion with a generic path integral or
partition function for a system of fermionic fields ¢ and 3
quadratically coupled to a bosonic field A:

Z = [(dydP)dAexpl —So( A)—FM (A)p] . (1)

Here Sy combines the free action and self-couplings for
the field A4, and the interaction with the fermions is
through the matrix M(A4). I suppress the matrix and
vector indices on M and the fermionic fields. These in-
dices have a range proportional to the system volume. In
addition to the gauge theory of quarks and gluons,
numerous many-fermion quantum systems can be cast in
this form.

Not knowing how to deal directly with a large number
of anticommuting variables, I immediately integrate out
these fields to obtain'4

—Sy(A)

Z = [(daje " “det[M(4)] . @

For a Monte Carlo simulation of this system, I need to
find configurations of the field 4 with a probability distri-
bution

Po(d)oce > Vdet[ M (4)] . @3)

I will assume at the outset that det[M( 4)] is a non-
negative quantity so that Eq. (2) makes sense as a proba-
bility distribution. I also will assume that M is a real ma-
trix. This is mainly for simplicity in the following discus-
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sions, although certain complications arise with complex
M.

Weingarten and Petcher® presented a conceptually sim-
ple framework for obtaining this probability distribution.
Introducing an auxiliary real field ¢, they observe that
the partition function in Eq. (2) is proportional to the in-
tegral

Z e« [(dA)dplexp{—So—[M~(A$T/2} . @
The integration over ¢ gives the desired factor of detM.

Thus, the problem reduces to finding configurations of
fields 4 and ¢ with probability distribution

P, (4,$)<expf —So—[M~Y A)pI*/2} . (5)

If M is a complex matrix, then one should use a com-
plex ¢ and take an absolute value squared for the second
term in the exponent of Eq. (5). However, this would
give the square of the determinant of M in the probability
distribution for A. Effectively this would double the
number of fermionic species. Various schemes have been
proposed to reduce this extra doubling, which I will ig-
nore here. The model discussed later in this paper avoids
this problem by using a real matrix M. ’

Reference 3 presented an efficient scheme for updating
_ the field ¢ while holding 4 fixed. First, generate a ran-

dom real vector X with a Gaussian probability distribu-

tion 5 _
P(X)xe X772, : oo (6)
Then construct

p=MX . m

This change of variables gives ¢ with the desired proba-
bility. The Jacobian of the transformation is irrelevant
because A is temporarily being held fixed.

Updating the A field remains the slow part of any algo-

rithm based on Eq. (5) because of the appearance of
M~Y A). As this inverse appears only applied to the sin-

gle vector ¢, a linear equation-solving algorithm, i.e.,

conjugate gradient, can be used to calculate the action

S=Sy(A)+[M~(A)p1*/2 . S ®

For an updating scheme like that of Metropolis et al.?

this quantity must be calculated for both current and trial
values for the field 4. If this is done every time a single
degree of freedom is updated, such an algorithm requires

computer time growing as the volume of the system

squared. One factor of volume comes from the sweep
over the system variables, and another from the optimis-
tic assumption that the conjugate-gradient algorithm will
adequately converge in a fixed number of iterations, each
of which requires a time growing linearly with the
volume.

This time growth as the volume squared is common to
many exact algorithms, and is considerably better than
the naive direct calculation of the determinant of M,
which would give a fourth power of the volume behavior.
In this and the following discussion of volume depen-
dences, I assume that all couplings are being held fixed
and ignore any additional slowing from critical behavior.
In particular, this means that one is not at a critical point
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and all correlation lengths are finite.

Because of the severe computational requirements with
this algorithm, most current simulations make an addi-
tional approximation involving a small step size. The
hope is to avoid calculating inverses after each change by
assuming that small changes will allow but a single

- conjugate-gradient inversion per sweep of the entire lat-

tice. At the end of any calculation one should extrape-.
late observables to a vanishing value for the size of the
trial changes. This forms the basis of most of the popular
fermionic methods.!™> For a review emphasizing the
similarities of the various algorithms see Ref. 15.

In numerical simulations one already approximates
continuum physics by using a finite lattice spacing and
working in a finite volume. To introduce an additional
approximation involving a new extrapolation is rather
unaesthetic. This motivates further search for so-called
“exact” algorithms which do not introduce finite-step-
size errors. For the remainder of this paper.I discuss a

. class of such algorithms involving accept-reject steps on

global sets of variables.

III. GLOBAL ACCEPT-REJECT ALGORITHMS

The difficulty with calculating the quantity M ~( 4)¢
appearing in the exact action of Eq. (8) strongly en-
courages algorithms which perform this computation as
rarely as possible. Indeed, one of the prime motivations
for the approximate algotfithms is to do this inversion
only once per sweep of the lattice variables. There are,
however, exact algorithms which also perform this inver-
sion only once per sweep. In particular, one can perform
a Metropolis et al. type accept-reject step to restore ex-
act detailed balance only after making trial changes over
the whole system. This forms the basis for the algorithms
discussed in Refs. 7—12. ’

The concept of applying an acceptance condition to a
global change has the danger that one will have large in-
creases in the action if many variables are changed and
thus, final acceptances may be unfeasibly small. Indeed,
an arbitrary change in all variables will increase the ac-
tion by an amount proportional to the system volume,
leading to an exponential suppression of the acceptance.
To counteract this, one must reduce the step size as the
volume increases. By appropriately biasing the trial
changes, one may be able to keep the acceptance at a
reasonable level for step sizes which still allow a practical
rate of exploration of new configurations.

To make this more precise, consider a trial change of a
single variable 4 to :

A'=A +p8+F(A)8". 9

Here § is an adjustable step-size parameter introduced for
bookkeeping purposes. The “momentum” variable p
represents a random noise, which for convenience I take
to be in a Gaussian distribution:

P(p)weP72. (10)

The function F( A4) represents a driving force or bias in
the trial selection procedure and is for the moment arbi-

frary.
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The Metropolis et al.’® scheme accepts trial changes
with a conditional probability chosen to maintain de-
tailed balance when applied to an equilibrium ensemble.
With an unbiased trial change this acceptance is deter-
mined entirely by the exponentiated action change.
Here, however, the force term in the selection procedure
must be corrected for in the acceptance condition. I fully
restore detailed balance by accepting the new value A’
with probability

" Py =min[1,e P A-HEL A0 1

Here H is a classical “Hamiltonjan”

H(p, A)=p2/2+5(4) . (12) -

In Eq. (11) I introduce p' as the negative of the reverse
noise, i.e., the noise which would be required for the
selection of A as the trial had A4’ been the initia] value

P'=p+I[F(A)+F(A")]5 . (13)

Note that H is precisely the Hamiltonian used in the mi-
crocanonical algorithm? to describe evolution in “simula-
tion time.” Because of this analogy, I refer to H as the
classical energy.

Equations (9) and (13) considered together represent a
discretization of a microcanonical step of 4 and p under
the Hamiltonian in Eq. (12). The microcanonical time
step is 8. Furthermore, the second-order terms are con-
structed to ensure that this particular mapping exactly
preserves areas in phase space

dAdp=dA'dp’ . (14)

Note that the overall algorithm drives p and 4 towards
equilibrium with the coupled probability

P(d,p)ce~SA—272 ’ (15)

Some rather useful identities follow from considering
expectation values over this distribution. Consider the
partition function

Z=[dadpe "= [dadpe=HeH-H (16

where H and H' denote H(p, A) and H (p', A'), respec-
tively. Dividing by Z, I find

(eH-H)—1, (17)

where the expectation value is over initial p and A4 distri-
buted as in Eq. (15). By Jensen’s inequality this immedi-
ately implies

(H'—H)>0 (18)

with equality only possible if the algorithm exactly con-
serves energy. Below I will be considering small changes
in the energy, in which case the expansion of Eq. (17) to
second order,

(H'—H)=L{(H'-H?)+O0((H'-H)*), (19)

will prove to be very useful.

To proceed I use the parameter & for an expansion of
the energy change. Doing some straightforward algebra,
I find

' H = i 2_§_ 2
H —H= p8+2paA+2F(A)8
X aS(A)+2F(A) +0(8%) . (20)
a4
Note that the choice
1 as
FL(A)——ZaA- 210

leads to an energy change which starts at third order in 8.
Indeed, making this choice and ignoring the possibility of
rejecting the trial change gives the usual Langevin algo-
rithm,>* where the parameter 8 is the square root of the
step size used for discretization.

First I consider not making the Langevin choice for
the driving force. Inserting Eq. (20} into Eq. (19) gives

2
(H'—H>,,,,,=8—< 5L L opca

2
4
2 34 >+0(8).

(22)

Note that terms with odd powers of & in the energy
change expansion all involve odd powers of p and thus
vanish in this average. If I now consider updating some
large number ¥V of variables together, the positive O (5?)
quantities will coherently add and I expect to find a total
energy change increasing linearly with V. By the central
limit theorem,the fluctuations about this growth will be-
come Gaussian. Thus, for large volumes, I expect to find

H'—H~C8WV +Bpsv'/?, (23)

where C and B are constants and p is a Gaussian random
variable which I normalize such that its probability dis-
tribution is

P(p)~e=r'72 : 24
If Eq. (23) were exact, then Eq. (17) would relate C and B:
C=B?/2. (25)

With this explicit form for the energy change, I can ob-
tain the expected acceptance in the large-¥ limit

(P, ) ={min[1,e7~H])

2 e=C84 111 0

T (wCVE) 2

(26)

1
Ccvs?
The calculations required to derive Egs. (25) and (26),
however, depend strongly on the tails of the distribution
of the energy change and thus cannot be regarded as
completely rigorous. For the following I will only as-
sume that the expected acceptance is exponentially
suppressed when V8? is large.

To avoid this exponential suppression and have a
reasonable acceptance requires 6~V ~1/2. However, a
small value for § raises the issue that the lattice will
evolve only slowly away from its original configuration.
More precisely, consider taking N sweeps over the lattice.
As the motion of 4 it has both random and driven terms,
the overall change in any given variable should go as



A4 =0(8VN)+0(8N)=0(VN/V)+ON/ V.
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The final result is that the number of sweeps required to
obtain a substantially new configuration should grow as
V. If V is proportional to the system volume, then the
overall algorithm requires time growing as volume
squared, one factor of volume from the number of
sweeps, and the other from the fact that each sweep takes
time proportional to the volume.

For a bosonic simulations this growth would be a
disaster. The conventional algorlthms only grow as the
system volume, and thus any gain involving updating
many variables simultaneously would require some major
additional cleverness. However, for exact fermionic algo-
rithms we already are starting with a volume squared be-
havior, and thus there is no obvious major penalty in go-
ing to global updates. Indeed, it might be possible to gain
something by a judicious choice of F which will reduce
the coefficient of this growth. !®

1 now return to the Langevin choice of Eq. (21) for the
driving force. To begin, consider again updating only a
single variable. At first glance one might think that since
the exact action is so difficult to calculate, the requlslte
derivative for this force would be intractable. Luckily, as
everybody doing fermionic simulations with either
Langevin or microcanonical methods knows, this is not
the case. Considering the action in Eq. (8), the force
takes the form

1 3S,

f—1pas—1 M-!
2aA MM¢, . 8

In addition to M~ 1¢ appearing in the actlon, calculation
of the force requlres knowledge of (MM )~!¢. This can
also be found via whatever linear equation solver is being
used. Indeed, if M is not Hermitian, standard inversion
algorithms calculate this quantity anyway. Thus, the

Langevin choice of the driving force does not present any ]

major new obstacles.
To proceed I slightly generalize this force and take

108

FlA)=—=2 1 g(A4)8%. 29)

2 84

The g8 plece is included to allow higher-order improve-

ments. Using this, I calculate the next term in the expan-
sion for the energy change

—H=—

Here I use the notation
n
S, = s .
94"

Note that if S; is nonvanishing, i.e., if the theor;i is
not harmonic, then no choice of g( 4) can make the
0(8?) term in this equation vanish for all p. Thus, for
any driving force whatsoever, a Metropolis et al. 13
correction to the Langevm evolution will always reject

some changes if the step size is finite.
I am ultimately interested in applying this procedure to

L 3Y)
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TE(S3P3_3S‘SZP —24gp)+0(8%) . (30
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a group of variables simultaneously. Thus, as in the ear-
lier discussion of unbiased changes, I am interested in any
coherent addition of action changes which could give an
exponential suppression of the final acceptance. Because
the above O(8°) term contains only odd powers of p, it
will vanish on the average. Indeed, the expectation of the
energy change will only involve even powers of 8. The
expectatlon for the energy change can again be most easi-
ly found using Eq. (19). With a little algebra and explicit-
ly doing the average over p, I find

(H'— H>=——<2S +3(8g —S85+8,8,72)+0(8%) .

(32)

This can be written in many forms; this expression as the
sum of two squares emphasizes positivity.

For nonharmonic interactions the quantity in Eq. (32)
is positive for any g. Thus, one cannot use the freedom in
redefining the force to push the expected energy change
to higher order. This result does, however, suggest that
an improved driving force is

F(A)= -—;—§%+(S3—S182)82/8 . (33)
Note that this choice also eliminates the harmonic pieces
in Eq. (30). Difficulties with calculating the higher -
derivatives of the action may preclude the utility of this
form.

1 now return to updating a large number ¥V of indepen-
dent variables simultaneously. The positive contributions
indicated in Eq. (32) will add coherently. Similar argu-
ments to those leading to Eq. (26) now give an expected
acceptance falling as

P, ~e—CV (34)

acc

To have a reasonable acceptance requires only 8~ ~1/5,
This changes Eq. (24) to

AA=0(S5VN )+0(8:N)
=0 (N2 /v 0(N/V3) . (35)

The number of sweeps for an independent lattice grows
as V'3 and the overall computer time for decorrelation
increases as

T~V43, (36)

This behavior is only slightly worse than the linear
growth of the pure bosonic theory.

This algorithm was proposed in Ref, 7 and tested fur-
ther with somewhat discouraging results in Ref. 8.
Reference 9 presents an even more promising variation
on the above. Recapitulating on the above discussion, I
constructed both the trial new 4 and the negative of the
noise needed to return

A'=A +p8+F(A)S*, (37a)
p'=p+[F(A)+F(A4)18 . (37b)

The scheme proposed in Ref. 9 is to iterate Eq. (37)
several times before making the accept-reject decision.
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This iterated map remains reversible and area preserving.
The second-order terms in this equation make it
equivalent to the leapfrog procedure with an initial half-
step as used in Ref. 9. '

The important point is that after each step the momen-
tum remains the negative of that which would be re-
quired to reverse the motion and return exactly to the ini-
tial variables. Thus, a final acceptance with the probabil-
ity of Eq. (11) still makes the overall procedure exact.
Indeed, in this way the hybrid algorithm of Ref. 5 be-
comes exact, just as the procedure with a single step
makes the Langevin evolution exact. After each accept-
reject step, the momentum p are refreshed, their values
being replaced by new Gaussian random numbers. The
fields ¢ could also be refreshed at this time, or less often,
as turns out to be appropriate. The hope is that the mi-
crocanonical evolution will sufficiently restrict changes in
the action that the final acceptance will remain high for
reasonable step sizes.

This procedure contains several parameters which can
be adjusted for optimization. First is N, the number of
microcanonical iterations taken before the global accept-
reject step followed by a refreshing of the momenta p.
Then there is the step size 8, which presumably should be
_ set to give a reasonable acceptance. Finally, one can also
vary the frequency with which the auxiliary scalar fields
& are updated. '

The arguments for following a microcanonical trajecto-
ry for some distance before refreshing the momenta have
been stressed in Ref. 5. Reference 16 shows that this ap-
proach gives an algorithm where the computer time
grows as V3%, For completeness I give another argu-
ment for this behavior.

The essence of the approach is to replace a random
walk of the A field with a continued motion in the direc-
tion of p. As long as the total microcanonical time for a
trajectory is smaller than some characteristic time for the
system, the net change in 4 will grow linearly with both
N i and 8; thus, Eq. (35) is replaced by

AA~N_.5, (38)
which should be valid as long as
N,.8s1. (39)

With large N, the change in the classical energy will
also grow. In any given microcanonical step the energy
changes by an amount of order §°. For N, of order
87", the total energy change will then be of order 8% Be-
cause the evolution preserves areas in phase space, Eq.
(19) still applies to the overall evolution and I have for
the expected energy change

(H'—H)=1((H'—H))+O0((H'—H)*)=0(8%) .
(40)
Now if I update F-independent variables together, these
positive contributions will coherently add and earlier ar-]

e—ﬂ?{/Nz=exp l—f—véz a.fajo exp

io
t {ijlo
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guments now give an overall acceptance falling as
Pacc""e—CVs‘ . 41)

This means that 8 should be taken to decrease with
volume as ¥ ~!/%. Correspondingly, N, grows as V174,
the maximum allowed by Eq. (39). The final result is that
the total time required to obtain a substantially changed
lattice grows as

T~V (42)

This may be only an asymptotic statement, valid for sys-
tems much larger than the correlation length. The main
uncertainty lies in the unknown characteristic time scales
that determine the ~ 1 right-hand side of Eq. (39). Nev-
ertheless, the above growth is sufficiently slow that it
compels further testing. In the remainder of this paper I
discuss the application of these ideas to a simple many-
electron system. -

IV. A MANY-ELECTRON MODEL

I test the above exact algorithm on the two-
dimensional Hubbard model.'” I work on an N by N
square lattice, on each site of which can be electrons of
spin up or down. An electron of spin o €{1, !} is creat-
ed or destroyed on site i by the operator a;}, or a;,. These
satisfy the canonical anticommutation relations

[aia’a]j;t]—e—:sijaap . (43)
The quantum Hamiltonian for the system is
ﬂ: —K z a;,.ajo.—‘
{ij},o
+h 3 (afia; —afia;)+p S ala, . (44)
- “

io

u ¥
) > (aiTTaiT_ailail)z
i

Here {ij} denotes the set of all nearest-neighbor ordered
pairs of sites. (Each unordered pair appears twice in the
sum, once for each order.) I refer to the variable K as the
hopping parameter, U as the interaction or four-fermion
coupling, & as the magnetic field, and y as the chemical
potential. I chose the form of the interaction term to be
invariant under a particle-hole transformation. The sign
of this term is chosen to represent an effective repulsion
when both spin up and spin down occupy the same site.

I am interested in the partition function for this Hamil-
tonian

Z =Tre P¥ | (45)
To proceed I divide B into N, “time” slices and write

Z =Tr[(e PHNyMy | 46)

I will manipulate the individual slices separately and
make approximations which become exact as N, goes to
infinity. The first such approximation is to separate the
hopping term from the others and write

UB h i
IN S (ahair—afia; )~ NB S (ahayy—ala;)— NB S alba, |+OK/N?) .
t i t i

t Lo

(47)
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All the terms in the final exponent in this equation commute with each other; thus I can per form ordinary arithmetic

operations on them. In particular, I can introduce an integration over a set of auxiliary fields { 4
so as to eliminate the four-fermion terms from the exponent:

e MmN [ (dae” 24 Pexp [KTB >
t {ij}l,o

Xexp

awaja

2[(Uﬁ/N 1/2A hﬁ/N] tTaT_atlazl

;} located on the sites

1‘_2(1

t io

s | +O(K/N}) . (48)

Here {d A} denotes integration over all 4 fields on the respective time slice.

At this point it is convenient to make a particle-hole transformation on the spin-down electrons. The main reason for
this is to clarify the positivity of the final fermion determinant. Thus, I define the creation operator for a spin-up hole
as the destruction operator for a spin-down electron times a phase:

bl =(—1)a;, (49)
Here (— 1) means —1 raised to the parity of the site. Using thls to eliminate all spin-down operators from Eq. (48)
gives

_ _ 2
e PN _(2m) N1 [ (dd)e ™ 2 4 exp | BB 5 (afa, +bTb )
N {if}

X exp

S [(UB/N, )2 4;—hB/N ala;+b]b,—1)—

%ﬁz(aia,-—b{fbﬁl) +O(K/N?) .

t i

(50)

Here I suppress the spin index because they are all up. Note that the integrand factors into pieces involving @ and b
operators separately. Furthermore, these factors are of the same form if p vanishes.
Putting the time slices together, shifting the 4 integrals, and writing things as a product of normal-ordered factors

gives -

a2
Z —exp[ N2B(U /2+h —p)]2m) "N 7

X [(d)e~*"7Tc [ : ([T [1+(KB/N,)a

t {i/}

— 4%/
where (d 4)e~4°/2 is shorthand for [[;, (d 4, e i)

The trace of this product of quadratic forms of the fermionic fields can now be evaluated by standard methods.

X({a,a ,,u.}

’

]H(1+a a;{exp[(UB/N)? 4, ,—(h +U +p)B/N,1—-1})

—{b,bT, —u}[1+0 (K /N}] |:, (51)

18—20

For completeness, I present in the Appendix yet another derivation. The final result is

2
Z=_lim cxp[N?B(U/2+h —lem ™ N [ ([d e 4 et M, et (M ) . (52)

The matrices M and M _ are easily specified by their matrix elements between arbitrary vectors P* and ¢:

¢*Mi¢—“— 2 Vit +Eflh, i =i 1) +2¢1,t¢1, (expl(UB/N,) )24y —(h +Up)B/N, -1y . (53)

Ne (i e

Here antiperiodic boundary conditions are to be taken in

the ¢ direction; so, I define ¥, o=—1;,. Note that the
finite-N, approximations have been made in such a
manner that the result remains exact when the hopping
parameter K vanishes. This is convenient for testing
while adding only insignificantly to the required comput-
er tlme Note also that the above matrices,are not Her-
mitian. 2 -

Substltutmg detM , detM _ —det(M M) puts_ the_

problem into the form of Eq. (2) where the fermionic ma-
trix is the product M M T . If this product is a positive

|

matrix, the entire discussion of Secs. II and III applies.
While, in general, positivity is not guaranteed, it is when
,u vanishes. In this case, referred to as a half filled band,

M, and M _ are identical and det(M MY )isa square.
From now on I restrict my dlscussmn to this case with
#=0 and refer to M =M _ as simply M. Finding
methods to relax the constraint to vanishing chemical po-
tential is an important problem but beyond the scope of
this paper.

Applying the discussion of Sec. III, I introduce an aux-
iliary field ¢ and a momentum field p conjugate to 4. I
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wish to find configurations of these fields with probability
distribution

P (p, A,p)ce Hp4e) (54)
where
H=p22+ A2+ [(MM") =141 /2 . (55)

Here sums over the degrees of freedom are understood.

For the computations discussed below, I took a 6X6
spatial lattice and used N, =8 time slices. For the updat-
ing I used three types of steps. First, to refresh the mo-
menta I merely replace all p with new Gaussian random
numbers. Second, to refresh the field ¢ I adapt the
prescription of Egs. (6) and (7) to set .

b=MM'x , (56)

where X represents another Gaussian random vector. Al-
though the p and ¢ updatings could be done at indepen-
dent times, in the following I refreshed them each simul-
taneously.

The third part and core of the algorithm, which occurs
between these refreshings of p and ¢, consists of doing
N, iterations of Eq. (37) followed by the global accep-
tance of the new p and 4 fields with the probability

e—H(p ,A'\$)

1, —
’ e —H(p 4,4)

P,..=min (57)

This exactly restores detailed balance. For the driving
force I take the Langevin choice

__LoeH

2094,

__ 1, ty—24 OM
== |4i— |2, =M ¢]

— [M*‘(MM*)-%,%(MM*)—Hp ] ] )

(58)

The appearance of (MM T)“ztﬁ in this equation indi-
cates that two conjugate-gradient inversions are required
for the calculation of this force. This is true except im-
mediately  after refreshing ¢, in which case
X=(MM T)”1<;S is already known. Thus, the algorithm re-
quires 2N,;. 4 1 inversions per microcanonical trajectory.

As observables to monitor during the simulations, I
measure both the electron density and the pair density

(niT)_——:(a,-TTa,-T), <ni1n“>5<aiffana[flail> . (59)

The observable {n;n;, ) has true dynamical significance.
When the coupling and magnetic field vanish, it should

have the value £, and deviations therefrom are a conse-

quence of the interaction. ,

Since the band is half-filled, the exact solution with no
magnetic field should give (n;;) =1. However, the
finite-N, approximations break the symmetry between
spin up and down and give a slightly smaller number (al-
though I still have (n;;)=1—{#n;,)). Thus, this quanti-

MICHAEL CREUTZ 38

ty is a useful monitor of the finite-N, errors.
To calculate these observables I relate them to expecta-
tion values of matrix elements of M ~!. This gives

(nid=C14+M730 000
(niTnil)=—<Mi,_t;li,t+1(1+Mi,_t;1i,t+l)> .

As these formulas are probably not very transparent, I
derive them in the Appendix. In the following calcula-
tions I average these quantities over all spatial sites on
one time slice. Even though this involves N2 inversions
per lattice, most of the computer time is still spent on up-
dating and not on measuring.

For the purposes of testing the algorithm, I set the in-
verse temperature [ and the hopping parameter K to uni-
ty. I set the magnetic field 4 to zero. Of course, I also set
the chemical potential u to zero for the reasons discussed
above. As mentioned earlier, I work on a 6X6 lattice
with eight time slices.

In Fig. 1 I show the resulting measurements of (n;;)
and {n;n;;) as a function of the coupling parameter U.
Each point was obtained from a run of 128 trajectories of
N i =64 microcanonical steps. The parameter § was
chosen to be L. Each trajectory was followed by an
accepi-reject step and then both p and ¢ were refreshed.
The observables were measured each 16 trajectories. The
starting lattice in each case came from a run of 32 similar
trajectories applied to a lattice with A initially zero.
Thus, each point in this figure comes from a run of 10240
microcanonical steps.

As U was increased, the amount of correlation between
successive lattices in the Markov chain of updatings in-
créased dramatically. For U larger than 2.4 the above
runs were too short for the successive measurements to
be considered as independent.

Figure 1 also shows curves representing the exact solu-
tion to the theory when the hopping parameter is set to
zero. Note how the delocalization allowed by the hop-

(60)

05 . S i "

04 — —]

03— —

. | |

0 1.0 2.0 3.0
U

FIG. 1. The behavior of the densities {n;;) (solid points) and
{n;1n;, ) (open points) as a function of the coupling U. The oth-
er parameters are B=1, K=1, and h =u=0. The solid curve
represents the exact solution for vanishing K. The statistical er-
rors are approximately the size of the points. The fact that
(n;;) isless than 0.5 is a consequence of N, being finite.
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ping increases the value of the pair density (m;n;).
Note also that the value of {(n;;) is measurably less than
the value 0.5 expected for infinite N,. At vanishing U the
value expected for ;1) on this size is 0.485. _
Selecting U=2 for further analysis, I performed several
experiments using as an initial lattice the final lattice
from the above run. The purpose of these experiments
was to study the parameters N ;. and 8. Of course, any
conclusions for optimum values of these parameters

should depend, perhaps strongly, on the couplings and :

the value of N,.

I show in Fig. 2 the effects on the algorithm of varying
N while holding the product N.;.8 fixed to unity.
Thus, the total “physical” time spent on each trajectory
is held fixed while the discretization is varied. As a mea-
sure of the decorrelation rate, I consider the correlation
between the A4 fields on lattices separated by four trajec-

tories. The correlation between lattices 4 and A’ is
defined as )
» (4—(4),4'—(4"))
C(A4,4")= T s -(61)
[(4—(ANXA (a7
I I l | l -
1.0 -—(0) ° *
- (] ) ]
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FIG. 2. (a) The global acceptance for trajectories of length

Nyi8=1 as a function of N;.. (b) The correlation between lat-
tices separated by four of the above trajectories.
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where the inner product is

(4,4)=3, A, 4], .

it

(62)

As N_,. increases, the trajectory becomes more micro-
canonical and the overall acceptance increases to unity.
Meanwhile, the correlation after four trajectories drops
towards the value it would have for a true hybrid micro-
canonical algorithm.’> I note in passing that when this
experiment is done with 32-bit precision, the acceptance
remains well below unity, even for quite large N ..
Round-off errors at low precision tend to increase the
classical energy and suppress acceptance. For this reason
all runs presented in this paper use 64-bit arithmetic.

As trajectories with increasing N,;. require increasing
computer time, one cannot conclude an optimum N, ;.
directly from this figure. In Fig. 3 I show the correlation
between lattices separated by 256/N ;. trajectories while
still holding N ;.8 fixed. Thus, these lattices are separat-
ed by a constant 256 microcanonical steps and therefore,
an approximately constant amount of computer time.
Note the minimum at N ;. ~64. .

In Fig. 4 I consider varying the product waS while
holding 6= fixed. This corresponds to varying the
physical trajectory length. Again I plot the correlation
between lattice separated by-a fixed number of 256 micro-
canonical steps. This shows that the choice of N ;.6=1
was not unreasonable, but with hindsight N ; 6=2
would have been better. Indeed, this illustrates a practi-
cal difficulty with having too many parameters to opti-
mize. The minimum seen in this figure is presumably
partly due to decreasing acceptance with increasing tra-
jectory length and partly due to recurrence in the Hamil-
tonian dynamics.

V. CONCLUDING REMARKS

I have discussed in some detail exact algorithms for
simulating fermionic fields by adding a global accept-
reject step to the Langevin and hybrid algorithms. These

I | [ I T
10 ® —
z |- _
o . -
'_ — [
é 05 I~
E o - . ]
8 —
— [ ™ —
0 ] 1 ! | |
8 16 32 64 128 256 512
l\]rnic

FIG. 3. The correlation between lattices separated by 256 mi-
crocanonical steps as a.function of the parameter N The

product N ;.6 is held fixed to unity.

mice
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FIG. 4. The correlation between lattices separated by 256 mi-
crocanonical steps as a function of the trajectory length N 8.
Here 8 is held fixed to 2.

approaches offer the promise of a rather favorable
volume growth of computer time when compared with
other exact algorithms.

Several variations of these algorithms are possible. As
the global step makes the method exact, one is free to
modify the driving force arbitrarily to increase this final
acceptance. While the higher-order form suggested in
Eq. (33) may be prohibitively difficult to evaluate, simpler
empirical forms could prove useful. One potential time-
saving possibility is to only perform a minimal number of
iterations of the conjugate-gradient algorithm when cal-
culating the force for the intermediate updates, and only
do an accurate evaluation of the action for the final glo-
bal accept stage. The fact that rather large values for
N i are called for make these savings particularly attrac-
tive.

Tests of this idea at U=2 indicate no significant loss in
decorrelation rate when the number of conjugate-
gradient iterations at intermediate stages is restricted to a
maximum of 64. For comparison, my stopping criterion
for the earlier runs was the accumulation of at least three
iterations which do not decrease the quadratic form being
explicitly minimized by the conjugate-gradient algorithm.
For U=2 this required of order 160 iterations with an
unbiased initial guess for the inverse. (Using the previous
inverse for a starting vector reduces the latter number by
a few percent, and extrapolating from the previous two
inverses reduces it by a further few percent. Maintaining
reversibility with a restricted number of iterations re-
quires unbiased starting conditions.) Thus, I find that re-
stricting the accuracy of the inversions for intermediate
steps gains more than a factor of 2 in computer time
when compared to doing all inversions with the above
stopping criterion. Of course, all these numbers depend
on the couplings.

The Hubbard model tests indicate the importance of
taking a rather small value for the step size 8. This is
somewhat surprising because Eq. (32) indicates that the

2000 T T
R 1000 — —
]
® | |
00 1.0 2.0 3.0

v

FIG. 5. The ratio of the largest to the smallest eigenvalue of
MM as a function of the coupling U.

coherent suppression of acceptance does not occur until
order 8% For 8=2; this is a particularly small number;
so, there must be some large compensating number in the
physics of the system. To try to find a quantity, I investi-
gated the largest and smallest elgenvalues of the matrix
MM on the lattices used for the points in Flg 1. To find
these eigenvalues I applied MM or (MMT)=1 20 times to
a random vector. While this procedure in principle gives
only a bound on the eigenvalues, increasing the number
of applications of the corresponding matrix did not
significantly change the result. Ishow in Fig. 5 the aver-
age ratio of these eigenvalues as a function of U. The fact
that this ratio is of order 10° shows that the matrix MM
is rather poorly conditioned and may be the source of the
necessity for small 8. Note that this eigenvalue ratio is
rapidly rising as U increases. The growth is due to a
simultaneous increase of the largest eigenvalue and de-
crease of the smallest. This rise is presumably the reason
that convergence of the algorithm deteriorated rapidly as
U became larger than 2.4. In addition to lattices becom-
ing decorrelated more slowly at larger U, the number of
conjugate-gradient steps required for the matrix inversion
also increases.
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APPENDIX

In this appendix I study traces of products of normal-
ordered fermionic operators and show how to convert
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them to integrals over anticommutating variables. This
allows me to derive Eq. (52). Inserting the corresponding
observables into the normal-ordered product glves Eq
(60).

To begin I consider the natural mapping between the
Hilbert space of fermionic states and the space of func-
tions of a set of anticommuting variables {¢*}. Consider
an arbitrary state | f) obtained by applymg a function of
creation operators to the vacuum state

| Fy=rahH|o).

The one-to-one-mapping of this state onto functions of
the ¥* is simply

|fYf (%) (A2)
With this correspondence, I clearly have
af | )9 f () (A3

Formally defining differentiation with respect to antmom

muting numbers, I write

a,-lf)+-> f&*) .

(A4)

d '(l}* —
To put this in a more convenient form, I introduce, 2
Dirac 8 function for anticommuting numbers o

s,y = [(dpeZ ¥V (A5)

Here (d) denotes JT dv; in some prescribed order, and
integration is defined as usual to be a linear mapping with

:gl(aT,a)::gz(aT,a): ces :ng(aT,a): | £

< [ g (*, ) )e

XgN,(i/’z"\‘r,:'/’N, )(d%r, Je

NV

J
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my phase conventions being
[av;=i, [dy;1=0 (A6)
The Dirac 8 function has the appropriate property
*)=fﬁ(iﬁ*,!//’*)(dlﬁ’)*f(tﬁ'*) (A7)

Combining the above equations, we have the

correspondences
& | ) [ oldpe® " V Mayysp )
af | £ Yo [r@me® " Mgy p o)

Thus, we have the simple result that a; and a,T corre-
spond, respectively, to ; and ¥} under the above in-

(A8)

tegral. This immediately generalizes to any normal-
ordered function of g; and q;:
ala)|f)
* etk :
o [ew9ape=? Y Mayyryr . a9

It is important that the function g be normal.ordered.
This is because of the correspondence of @ with a deriva-
tive as exhibited in Eq. (A4). If factors of a lie to the left

- of factors of a', this derivative will pick up additional
contributions. Remember, ¢ and ¢* simply anticommute
while a and a have a Kronecker § in their anticommuta-
tion relation.

If I consider a product of normal-ordered factors, Eq.
(A9) iterates to give

R

The trace of a normal-ordered operator can be written in the form of an integral over anticommuting numbers

Trg(atar= [ (dyrgp*, e’ Uay) |

e =

ok ' ¥y
AL ¥, )¢1(d¢2)*g2(¢§,¢2)(d¢2)62(¢'2 ¥3 )¢2(d¢3)*x
DA ASY)
N, N’(d¢')*f(¢'*) (A10)
(A11)

For each mode, expanding the exponential gives two terms representmg whether or not that mode is occupied. The fac-

tors in this equation are easily verified on a small system.

I can now combine Egs. (A9)-(A11) to reeexpress the trace of a product of normal-ordered operators as a multiple in-

tegral over anticommuting numbers. A little algebra gives

a'ax]= [ H[dlﬁt &5 9,) (d¢, o 2V =¥, 1>”%

Tr[:g,(a fa) gz(a ,a)t g

t=1

Note how the exponential in Eq. (Al1) serves to flip a

sign and give the well-known antiperiodic boundary con-
dition. B

Formula (A12) is exactly what is needed to convert Eq.
(51) into a product of integrals of a form which can be

done using the standard Matthews-Salam'4 formula
[ dp)*@pre? M=detM . (A13)

This directly gives Egs. (52) with the matrices given in
Eq. (53).

(A12)

{

Now I turn to the expectation of a normal-ordered ob-
servable :h(a',a):. Such an expectation value just inserts
-another factor into the above trace of a product of opera-
tors. This gives another integration, inserting into Eq.
(A12) the following additional factors:

J @i, 0%y, DR

Xéxp[¢ﬁ‘+1(¢N,+1—

¢N,+1:¢'N,+1)
)+ Ty 1= )]
(A14)
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Specializing to the case

et a)=(n)=a"a, (A15)

I can explicitly do the extra integrations in Eq. (A14), re-
ducing the insertion to

1=ty .

Putting this into the Gaussian integral of Eq. (A13) and
cylicly shifting one unit in the time direction gives the
first half of Eq. (60). The second half of that equation fol-
lows from similar arguments after doing the particle-hole
transformation on the spin-down components.

The temporal splitting in the insertion of Eq. (A16) is

(A16)
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somewhat nonintuitive. A first guess might have been to
merely insert ;. This is almost correct, but differs
from the above by terms of order 1/N,. Indeed, these ob-
jects are related by what can be regarded as an equation
of motion

Lty = (v — 41 % ). A

Thus, if we ignore 1/N, errors, either form is acceptable.
Caution may be necessary when considering field theories
where the extra term may have divergence giving rise to
anomalies surviving in the continuous time limit.
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